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Overview of the Management Pack for Service Center Operations
Manager 2.1

The NetApp Storage Array Management Pack helps customers monitor their storage health status from within the
System Center Operations Manager (SCOM) environment. The integration of the management pack and the SCOM
enables administrators to extend SCOM 2007 R2 and SCOM 2012 SP1 monitoring capabilities to include detailed
storage array conditions and resolution steps for troubleshooting.

The NetApp Storage Array Management Pack uses a PowerShell cmdlet library to access the storage array native
interface to provide flexibility and low overhead on the agent-managed computer. The NetApp Storage Array
Management Pack provides critical alerts including storage array summary, details, and applicable recovery
procedures. Administrators can now troubleshoot NetApp storage arrays from one SCOM console, which reduces the
complexity of dealing with multiple proprietary applications.

A script is available for downloading and importing volume performance data into a spreadsheet or other tool for
detailed analysis. Obtaining Volume Performance Data on page 22 provides detailed information about the script.

The information in this guide is based on the 2.0.0.58 version of the NetApp Storage Array Management Pack. You
can obtain the NetApp Storage Array Management Pack from the System Center Operations Manager.

The NetApp Storage Array Management Pack for Operations Manager 2.1 does not support in-band NetApp storage
array monitoring.

Purpose

This guide is for Operations and System Administrators who monitor and troubleshoot NetApp storage arrays. The
NetApp Storage Array Management Pack is to be used only for monitoring and configuring performance thresholds
for NetApp storage arrays. You cannot use the NetApp Storage Array Management Pack to perform storage
management functions. For recovery procedures that require storage management functions that are listed in the alert
knowledge base articles within the SCOM console, refer to the NetApp Storage Manager documentation.

New in This Release
The following features are new in this release of the NetApp Storage Array Management Pack:

¢ Ability to alter the following volume performance metrics for performance alerts You can set each metric on a per
volume basis, and you can override volume performance alerts on a per volume basis:

o Read latency and write latency
o Read throughput and write throughput
o Read IOPs and write IOPs

e Critical Alert (Recovery Guru) based knowledge content consisting of the following:

o Critical alert summary information
o Critical alert detail information
o Critical alert recovery procedure information

e Object Override capabilities for the following:

o Monitor Interval
o Alert Timeout
o Alert Trace

e Integration Package (agent-managed computer)

o NetApp Storage Array Discovery Application
o PowerShell Cmdlet Storage Library
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o Windows Event Log Integration
o Cookdown

Abbreviations, Acronyms, and Definitions
The following table shows the abbreviations and acronyms used in this document and their definitions

Table 1 Abbreviations, Acronyms, and Definitions

Abbreviations and Acronyms Definitions
RMS Root management server
SCOM System Center Operations Manager

The NetApp Storage Array Management Pack currently supports up to 50 NetApp storage arrays for each agent-
managed computer.

Software Configurations
The NetApp Storage Array Management Pack supports the following software configurations:

Table 2 Software Configurations

Power .NET
Root Management Servers Agent-Managed Computers Shell Framework
NET 3.5 SP

Windows Server 2003 Sp2 x86, x64 |Windows Server2003 Sp2 x86, x64 |3.0

Windows Server 2003 Sp2 x86,
Windows Server 2008 Sp2 x86, x64 |x64 3.0

NET 3.5 SP

Windows Server 2008 R2 Windows Server 2008 R2 3.0 NET 3.5 SP

SCOM 2012 Sp1

SCOM 2007 R2

Configuring Agent-Managed Computers

Before you import the NetApp Storage Array Management Pack for Operations Manager 2.1, perform the following
tasks to configure the agent-managed computers.

Enabling Proxy Server Capabilities

Enable agent-managed computers that monitor NetApp storage to act as proxy servers and discover managed
objects on other computers in the RMS SCOM Server console.

If you do not enable agent-managed computers that monitor NetApp storage arrays to act as a proxy and discover
managed objects on other computers from the root management server the NetApp Storage Array Management Pack
does not function.

1. Openthe SCOM Operations Console.
2. Open the Administration view, and select Device Management >> Agent-Managed.
3. Right-click the agent-managed computer that monitors NetApp storage arrays, and select Properties.
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4. Select the Security tab, and enable Allow this agent to act as a proxy and discover managed objects on other
computers.

5. Click OK.

6. Perform step 1 through step 5 for each agent-managed computer that is used to monitor NetApp storage arrays.

Installing the NetApp Integration Package
You must install the NetApp Integration Pack on the agent-managed computer before you import the NetApp Storage
Array Management Pack. Based on the OS of the agent-managed computer, Table 3 shows the software necessary
for monitoring NetApp storage.

Table 3 Agent-Managed Computer Requirements

Operating System Software

e Power Shell version 3.0 or greater

e NET Framework version 3.5

¢ NetApp Integration Pack (available x86, x64
Windows 2012 (x64) versions)

o Power Shell version 3.0 or greater

o NET Framework version 3.5

¢ NetApp Integration Pack (available x86, x64
Windows Server 2008 Sp2 (x86, x64) versions)

e Power Shell version 3.0 or greater
o NET Framework version 3.5
Windows Server 2008 R2 o NetApp Integration Pack (available x64 version)

The NetApp Integration Pack installation log file is located at the following location:

C:\Program Files\NetApp\SCOMIntegrationPackInstalllog.txt

To install the NetApp Integration Package on an agent-managed computer, perform these steps:

Log on to the agent-managed computer with an account that has installation privileges.

Locate the desired NetApp Integration Pack Installer for SCOM-W SX64-00.00.00.00 (x64 platforms).
Run the Installer. The installation wizard appears.

Follow the wizard steps to complete the installation.

PoONE

Discovering NetApp Storage Arrays
Perform the following actions to start the process of discovering NetApp storage arrays for SCOM monitoring.

The NetApp Storage Array Discovery application is at the following location:

C:\Program Files\NetApp\SCOM Integration Pack

Select Start >> All Programs.

Locate the folder SCOM Integration Pack.

Select the icon labeled NetApp Storage Array Discovery.

Run the NetApp Storage Array Discovery application.

Either manually add storage arrays or perform an auto-discover of the storage array IP addresses to allow SCOM
monitoring of the selected storage array.

agrONE

e You can perform an auto-discovery only when the storage arrays are located within the same subnet that the
proxy server is located. Multiple proxy servers can be located in different subnets. There is no limit to the
number of proxy servers.
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7.

e You can perform a manual discovery across subnets so long as the storage arrays are within the same
domain.

Add the selected storage array IP addresses to the Windows pane labeled Selected Storage Arrays.

A confirmation dialog box appears followed by an option to proceed or cancel the NetApp storage array discovery
process.

Click OK.

Removing NetApp Storage Arrays

To remove a NetApp storage array from SCOM monitoring, perform these steps. The NetApp Storage Array
Discovery application is at the following location:

C:\Program Files\NetApp\SCOM Integration Pack

agrwnNE

6.

Select Start >> All Programs, and locate the folder labeled SCOM Integration Pack.

Select the NetApp Storage Array Discovery icon.

Run the NetApp Storage Array Discovery application.

Locate and select the storage array to be removed from SCOM monitoring in the Selected Storage Arrays pane.
Click Remove Selected.

A confirmation dialog box appears followed by an option to continue or cancel the storage array removal process.

Click OK.

Downloading NetApp E-Series Storage Array Management Files

To monitor NetApp storage arrays, download the following NetApp Storage Array Management Pack for Operations
Manager 2.1 and monitoring software.

NetAppESeries.IntervalOverides.xml
NetAppESeries.mp
NetAppESeries.PerformanceOverrides.xml

NetAppESeries.TimeoutOverrides.xml

NetAppESeries.TraceOverrides.xml

SCOM-Integration-Pack-WSX64-<xXX.XX.XXXX.XX>.exe
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Logging on to the Operations Manager Console

1. Onthe Root Management Server, select Start >> All Programs >> Operations Console.
The Microsoft System Center 2012 Operations Manager console appears.

Figure 1 Microsoft System Center 2012 Operations Manager Console
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2. Inthe lower left corner of the Operations Manager window, click Administration.

The Administration Overview window opens.

Figure 2 Administration Overview Window
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Importing the NetApp E-Series Management Pack
To import the NetApp E-Series Storage Array management pack, perform these steps:
1. Inthe Administration pane, click Management Packs.
The Management Packs list appears in the middle pane.
Figure 3 Management Packs
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2. Inthe Management Packs list, find and select NetApp ESeries Storage Array.
3. Inthe Actions pane, click Import Management Packs.

The Select Management Packs dialog box appears.
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Figure 4 Import Management Packs - Select Management Packs Dialog Box
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Figure 5 Select Management Packs to Import Window
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5. Select the NetApp ESeries Storage Array management pack and associated .xml files to install.
6. Click Open.

The Import Management Packs - Select Management Packs dialog box appears.
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Figure 6 Import Management Packs - Select Management Packs Dialog Box
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7. Select the files to install.
8. Click Install.

The NetApp ESeries Storage Array management pack and associated .xml files install.
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NetApp E-Series Storage Arrays

The Monitoring pane in the Microsoft System Center 2012 Operations Manager console shows the expanded NetApp
E-Series Storage folder with three monitoring views:

e Active Alerts
e Closed Alerts
e Storage Arrays

The State and Alerts table shows the icons and descriptions for the health of computers and distributed applications.

Figure 7 SCOM Operations Manager Console
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Active Alerts

The Active Alerts pane shows the active alerts and summary information about them. Alert severity levels are
separate. Alerts are grouped according to the severity of the alert. A storage array can have multiple alerts both within
the same severity level and across multiple severity levels. Because the table can be sorted according to multiple
criteria, the alerts might be grouped separately even within the same severity level. Within severity levels, you can
sort active alerts by the following criteria:

e Source
e Maintenance Mode
e Name
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e Resolution State
e Created
e Age

To view the alerts that SCOM is actively monitoring for NetApp E-Series storage arrays, click Active Alerts in the
NetApp E-Series Storage folder.

Figure 8 Active Alerts
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Closed Alerts

The Closed Alerts pane shows the alerts that were manually closed and removed from active alert state. The Closed
Alerts pane displays alerts the same way that the Active Alerts pane displays alerts. You can sort closed alerts the
same you sort active alerts.

To view the closed alerts that SCOM is not monitoring for NetApp E-Series storage arrays, click Closed Alerts in the
NetApp E-Series Storage folder.

Storage Arrays

The Storage Arrays pane shows all storage arrays the SCOM is monitoring for health and performance. The State
column shows both the storage array health and the storage array alert status. You can sort the storage arrays by the
following criteria:

State

Maintenance Mode
Name

Monitoring System

To view the NetApp E-Series storage arrays that SCOM is actively monitoring for health and performance, click
Storage Arrays in the NetApp E-Series Storage folder.
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Figure 9 Storage Arrays Monitored for Health and Performance
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Viewing Alert Details

The SCOM Operations Manager shows alert details for both active and closed alerts. To view alert details, select an
alert. The Alert Details pane displays the alert details.

Figure 10 Alert Details
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Summary

Health Explorer

The Health Explorer shows the health of a storage array and its member volumes. You can open the Health Explorer
from either the Active Alerts pane, the Closed Alerts pane, or the StorageArrays pane. To open the Health Explorer,
perform the following steps:

1. Right-click the alert or storage array for which to open the Health Explorer.

A pop-up menu appears.
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Figure 11 Open >> Health Explorer

A ictm-bst-399x et i sl Ll dBezE) Il 12¢9£201
Cpen 3
A Pikespeak-26-112 | B Dectaney
! Pikespeak-26-112 “./  Notification subscription » Event View
. Skate View
At Pikespeak-26-112 et Resolution State »
A Pikespeak-26-112 ‘?X e Petformance Yiew
A Fikespeak-26-118 Farward ko » Health Explarer
! Pikespeak-26-118 Operations Manager Shell...
- Maintenance Mode 3
| L
. & Overrides 3
Alert Details ) ) ) !
“Wiew or edit the settings of this monitor
A\ Alert: Volume 10Ps (Rea| (& Refresh b

[ Personalize visw. ..
ictm-bst eshold has been exceeded.

ictm-bst| | Properties ume: Unnamed read 10Ps: 9,738.0014

2. Select Open >> Health Explorer.
The Health Explorer window opens.

Figure 12 Health Explorer

ealth Explorer for ickm-bst-399x

Reset Health Recalculate Healt'? Filter Monitors b Refresh Propetties F'_é‘ Help Owerrides -

Health manitors for ictm-bst-399x

(_Scnpe is only unhkealthy child monitors, )D Knowiledge I State Change Events I

rl ‘@3‘ Entity Health - ictm-bst-399x [Object)
{ Availability - ickm-bst-399: (Ohject)

4 '.!_;" Storage Array Availability - ictm-bst-399x [Metdpp ESeries Stora
54 Monitor REC_SUFPORT_CRU_MOIMPLUT (37 - ictm-bat-39% (R
onitor REC_UMCERTIFIED_ESM (53] - ictm-bst-399x (Nettpp
) Monitar REC_UNSUPPORTED_TRAY (72) - ictm-bst-38 9% [Metdy

4 /1 Performance - ictm-bi3t-399x [Object]
4 /v Methpp ESeries Storage Array Performance - ickm-bst-399x [Met
/1 Walume Read IOP Perfarmance - ictm-bst-399x [Metipp ESerie

«| | 2l

e The initial view shows only unhealthy child monitors below the storage array as an object entity. You can filter
the monitors to expand the entity to show both healthy and unhealthy child monitors.

NOTE SCOM 2007 does not have the Filter Monitors feature.

Figure 13 Health Explorer With Healthy and Unhealthy Performance Monitors

ﬂ Health Explorer for ictm-bst-399x

() Reset Health =% Recalculate Health T Filter Monitors () Refresh [ Properties @ Help |© &5 Overrides -

Health monitors for ictm-bst-399x

4 (129 Entity Health - ictm-bst-399x [Object) knowledge IStatE Change Events () |

.Qe:)] Lyailability - ickm-bst-39%x (Object] ﬂ
O Configuration - ickm-bst-399x (O bjed] Summary

A1, Perfarmance - ictm-bst-399x (Ohjedt]

|»

This monitor is the rollup monitor for all other monitors running against this object. If the state is

4 /I Nettpp ESeries Storage Array Performance - ichm-bist-399x [ unknown, either monitoring has not begun for this object or there are no menitors defined.

/4 Wolume Read IOP Performance - ictm-bst- 399 (Metfpp ES Causes

@ “olume Read Response - ickm-bst-399x (Metipp ESeries 51 An unhealthy state for this monitor indicates some problem with another monitor running against this

@ Valume Read Through put- ictm- bst-338 (Wetapp ESeries object. View all current alerts from this object using this link:

(&) Volume Write IOP Performance - ictm-bst-339x (Netapp ES View Alerts

@ Wolume Write Response - ictm-bst-399x [Metbpp ESeries 5 Resolutions

(&) Wolume Write Throughput - ictm-bst- 393 (MetApp Eerie Use the health explorer to drill down and find the cause of the unhealthy state. Use the knowledge on

Security - ictm-bst- 399 (Object) = the specific monitor causing the issue to troubleshoot and fix the problem.
PI

hd

e To view all child monitors, click Filter Monitors. The Health monitors pane for the storage array shows both
health and unhealthy child monitors and both critical alerts and performance warning alerts.
e To return to only unhealthy child monitors, click Filter Monitors on the top-line menu bar.
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Configuring Performance Properties

You can configure performance properties for a single volume or for a storage array. To configure performance
properties, perform these steps:

1. Inthe Health Monitor, right-click the volume or storage array for which to configure the performance properties.
A pop-up menu appears.

Figure 14 Performance Properties Pop-up Menu

4 /1 Performance -ictm-bst-399x (Object)

4| /1 MetApp ESeries Storage Array Performance - icp==_ta=t 200 (hind
X ‘f§ Views Alerts For ictm-bst-399x...
/1, Volume Read IOP Performance - ictm-bst-39¢

4 Refresh F5

@ Reset Health
:\':j Recalculate Health

€ Monitor Properties. .. )]

e When you select a storage array, the NetApp ESeries Storage Array Performance Properties dialog box
appears.
e When you select a volume, the Volume Performance Properties dialog box appears.

2. Click the Overrides tab.

Figure 15 Volume Performance Properties Dialog Box — Overrides

. Yolume Write IDP Performance Properties | |

[ Ganerall Health | Alerting | Diaghostic and Hecover}ll Eonhgurat\onl Product Knowledgel
Compary Knowledg

Ovenides are used to change the monitor, diagnostic and recovery configuration. You can ako
view all overrides applied to each by opening the summary dialog.

Choose the monitor, diagnostic or recovery from the list below for which you want to apply
overrides for or view summary on:

Digable. .. Owerride.. Wiew summary...

Examples
Disable a monitor: | want to disable monitar for all YWindows Computers.
Overide a diagnostic: | need to overide this diagnostic for one of my “Windows Computers.

Wiew summary of a recoveny: | need to view the objects this recovery has been enabled for.

Cloze

Changing Override Values
You can view and change performance override values for the following volume and storage array entities:

e For a monitor
e For an object
e For all objects of a class.
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Viewing Override Summaries

To view performance overrides summaries, click View Summary in the Volume Performance Properties dialog box. A
pop-up menu appears.

Figure 16 View Summary Pop-up Menu

Dizable. | Override. | K}iew SUMMATY. Far the manitor

For the object: ictm-bst-399x

. - For all objects of class: MetApp ESeries Storage Array

e To view the summary for the monitor, click For the Monitor. The Overrides Summary dialog box for overrides that
affect this monitor appears. See Figure 17 on page 14.

e To view the summary for the object, click For the Object. The Overrides Summary dialog box for overrides that
affect this object appears. See Figure 18 on page 15.

e To view the summary for all objects of the class, click For the Object. The Overrides Summary dialog box for
overrides that affect this class appears. See Figure 19 on page 15.

Changing Override Values
You can change performance override values for the following volume or storage array entities:

e For a monitor
e For an object
e For all objects of a class.

Overrides for a Monitor

The Overrides Summary dialog box shows the performance overrides that affect the selected monitor. When the
Overrides Summary dialog box shows performance overrides for multiple classes or objects, you can edit them all at
one time.

Figure 17 Overrides Summary Dialog Box — Overrides That Affect This Monitor

Manitor: Volume Read I0F Perfarmance
(gverrides that affect this monitar:
Clazz | Mame | Parameter | Changed value |
Object ictm-bst-399% PerformanceThr.. 50
Class Metdpp ESeres Storage Ar. TraceQvernide 1
Clazs Metthpp ESeres Storage A Interval0veride B02
C Metdpp ES: e Ar..  PerfformanceTh.. 75
Class Metdpp ESeres Storage Ar. TimeoutDveride 1000
Help Cloze

e Overriding the performance monitor for an object changes the performance override value for only the object.

e Overriding the performance monitor for a class changes the performance override value for all objects in the
class.

e To edit performance overrides for the monitor, select the class or object in the Class column of the Overrides that
affect this monitor table.
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Overrides for an Object

The Overrides Summary dialog box shows the performance overrides that affect the selected object. When the
Overrides Summary dialog box shows performance overrides for multiple classes or objects, you can edit them all at
one time.

Figure 18 Overrides Summary Dialog Box — Overrides That Affect This Object

Overrides Summary E
Object: ictm-bst-399x
(ﬁ verndes that affect this object) / Edi X Delete

Effective Value
50

Farameter

& Read IOP Perform...  PerformanceThr...

Help | Close |

A|

¢ Overriding the performance monitor for an object changes the performance override value for only that object.
The performance override values for all other objects in the class do not change.

e To edit performance overrides for the object, select the monitor in the Class column of the Overrides that affect
this object table.

Overrides for all Objects of the Class

The Overrides Summary dialog box shows the performance overrides that affect all objects within the selected class.
When the Overrides Summary dialog box shows performance overrides for multiple classes or objects, you can edit
them all at one time.

Figure 19 Overrides Summary Dialog Box — Overrides That Affect This Class

Overrides Summary

Class: Metdpp ESeries Starage Aray

(Overides that affect this class: )

Clazs | Mame | Farameter | Effective Walue ;I
b onitar bonitar REC_OFFLIME_ V... TimeoutSecond... 300
Vilu e |OF Peifc PerformanceThr...
M anitar Monitor REC_SAS_PORT_... TimeoutSecond.. 300 —
b onitor tonitor REC_IMPEMDING...  TraceQvenide 1
b cnitar bonitar REC_IOC_DIAG_F... TimeoutSecond.. 300
b onitar bonitar REC_EXTERMAL_... IntervalSeconds.. 119
Monitar Monitar REC_SAS _PORT_... TraceOwveride 1
M anitar Monitor REC_DRIVE_UMS... TimeoutSecond.. 300
tdanitor tdonitor REC_INVALID_PO TimeoutSecond 300 =
et oo AR T et 4 ILI_I
Help Cloze

e Overriding the performance monitor for a class changes the performance override value for all objects in the
class.

e To edit performance overrides for the object, select the monitor in the Class column of the Overrides that affect
this monitor table.

Editing Override Properties
You can edit performance override properties for the following volume or storage array entities:

For an object

For all objects of a class

For a group

For specific object of a class
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e For all objects of another class

To override volume or storage array performance properties, click Override in the Volume Performance Properties
dialog box. A pop-up menu appears.

Figure 20 Override Pop-up Menu

L
Dizable... | ( Override... For the abject: ickm-bst-399:

For all objects of class: NetApp ESeries Storage Array

For a group...
e manitar for all Windows Computer.
For a specific object of dass: NetApp ESeries Storage Array
weride this diagnostic for one of my

For all objects of anather class...

Overrides for the Object

Overriding the performance monitor for an object changes the performance override value for only the object. To edit
performance override properties for an object, click For the object.

e The Override Properties dialog box appears, as shown in Figure 23 on page 19.
e Performance Properties Overrides on page 19 describes how to change performance override properties.

Overrides for All Objects of Class

Overriding the performance monitor for an object changes the performance override value for only the object. To edit
performance override properties for all objects of a class, click For all objects of class.

e The Override Properties dialog box appears, as shown in Figure 23 on page 19.
o Performance Properties Overrides on page 19 describes how to change performance override properties.

Overrides for a Group

Overriding the performance monitor for a group changes the performance override value for all classes and objects
that are members of the group. To edit performance override properties for a group, perform these steps:

1. Click For a group.

The Select Object dialog box appears.
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Figure 21 Select Object Dialog Box

Enter your search text below. This searches both display name and path.

Text string:

I
Matching objects:

| Display Marne | Fath -
= 7.0.9538.0.
= AD Assignment Resource Poal
= Advanced Network Adapters Group
= Agentles: Exception Maonitoring
= Agentless Managed Computer Group
= All Business Critical Windows 200074%...
= All Management Servers Resource Pool
= All Metwork Connection Group
= All Network Monitaring Group
= All Operations Manager Objects Group
= All'Windows Computers
= Audit Collection Services
= Client Monitaring D ata Group
=y Critical Metwork Adapters Group
= Data Access Service Group
=y Data'warehouse Database

= Databazes
= Group of all network interfaces being ...
= Infrastructure Group

= Managed Computgr Network Ad?apter... -
| E

| B o
ok | cancel |

4

2. Inthe Display Name column, select the matching object.
3. Click OK.

e The Override Properties dialog box appears, as shown in Figure 23 on page 19.
o Performance Properties Overrides on page 19 describes how to change performance override properties.

For a Specific Object of Class

Overriding the performance monitor for a specific object of a class changes the performance override value for only
that object. The performance override values for all other objects in the class remain the same. To edit performance
override properties for a specific object of a class, perform these steps:

1. Click For a specific object of class.
The Select Object dialog box appears, as shown in Figure 21 on page 17.

2. Inthe Display Name column of the Select Object dialog box, select the matching object.
3. Click OK.

e The Override Properties dialog box appears, as shown in Figure 23 on page 19.
e Performance Properties Overrides on page 19 describes how to change performance override properties.
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For All Objects of Another Class

Overriding the performance monitor for all objects of another class changes the performance override value for all
objects in that class. To override the performance monitor properties of all objects of another class, perform these
steps:

1. Click For all objects of another class.
The Select Items to Target dialog box appears.

Figure 22 Select Items to Target Dialog Box

Select Items to Target

Select the class, group, or object that you want to target from the list below. You can also filter or sort the list to make
items easier to find

Look for:

|| Clear

¢ View commen targets
View all targets

Target « | Management Pack | Description -
JMET Application Manitoring Operations Manager APt Inf .MET Application Manitaring Agent

Activated 4PM Agent Operations Manhager AP Inf Activated APM Agent

Agent Systemn Center Core Library Al System Center &gents,

Client-5ide Monitoring 2ge  Operations Manager AP Inf Client-Side Monitoring Agert

Collection Server Systemn Center Core Library  This dass represents an Collection Management Server,
Computer System Library Definesthe basicproperties of all computers, such asa

Computer Metwork &dapter Windows Core Librany
Caomputer Metwork Adapter UNI{/Linux Core Library Al UM Linux Computer Metwork Adapters

[rata Access Service System Center Operations M System Center Data Access Service

DataWarehouse Connectio Data 'arehouse Library AllManagement Servers capable of sending datato the 5
Gateway System Center Core Library  Properties of a gateway management server

Health Service System Center Core Library  This type represents the System Center Health Service,

TS Hasted WCF Wb Service Operations Manager AP i TS Hosted WCF Web Service Endpoint
Management Configuration System Center Operations i System Centerbanagement Configuration Service applic

Management Server System Center Care Library — This class represents the Management Server,
Management Server Agent  System Center Care Library  This type represents the System Center gent running or
Microsaft Audit Collection 5 Microsoft Audit Collection Se -
4| B

48 total Targets, 48 visible, 0 selected

Help | 0k | Cancel |¢

2. Select either View common targets or View all targets.
3. Inthe Target column, select the target class.
4. Click OK.

e The Override Properties dialog box appears.
¢ Performance Properties Overrides on page 19 describes how to change performance override properties
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Performance Properties Overrides

Use the Override Properties dialog box to configure performance property overrides for all entities.

Monitor

Object

All objects of a class
Group

Specific object of a class
All objects of another class

Figure 23 Override Properties Dialog Box

Monitor name Yolume Flead Riespanss
Cateqory: Custom
Overides target Class: Netpp ESeries $torage Anay
Overide-controllsd parameters
Ovenide | PoramelerName /| Patameter Type | Defauk Vialue | Overide Valus | Effective Value | Change Stas | =1
7 | At severity Erumeration Warning Warning Waring [Mo change]
M |AutoResalvedlen | Boslean True True True Mo change]
M |Enabled Biolean True Tuue True [Ho change]
I |Generates Aleit Baolean Tive Tiue True [Ho change]
T [intervalnveride Irteger 302 a0 504 [Deleted]
» ¥ | FefomanceThiesh... | Integer £0 [ =] Mo change]
T |TimeouOveride | Integer 59 59 1000 [Deleted]
| Traceveride Integer [ 0 1 [Deleted] =
4] | »

Detail

dit.

o
g
2
E
El
H
H
|m

PerformanceThresholdOverride

The custom overide for this parameter is defined in
“NethppE Series. Perfarmancel verides'

The sffective valus is set
- a5 & preferred valus
- on the current target
- by the custom override in

NetAppE Seies. PertarmanceDverides =
e o ety ast
Management pack
Select destination managsment pack
<Select Management Pack> | Hew
Help ok | ey | camcel |

Al

e The Override column identifies performance property overrides that apply to the monitor, object, or class.

e The Details section of the Override Properties dialog box identifies the custom overrides defined in the
NetAppESeries.PerformanceOverrides management pack.

o The Default Value column shows the value assigned to the performance parameter in the default management

pack.
e The Override Value column shows the override value assigned to the performance parameter in the
NetAppESeries.PerformanceOverrides management pack.

Configuring Performance Property Overrides

You can add, change, and delete performance property overrides.

Adding a Performance Property Override

1. Inthe Override column, select the new performance override.
2. Change the performance override values.

e To change the default performance value, type the new performance value in the Default Value column.
e To change the performance override value, select the new performance value from the drop-down list in the
Override Value column.
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3. Save the new performance override.

e To save the new performance override and continue configuring performance monitor overrides, click Apply.
e To save the new performance override and close the Override Properties dialog box, click OK.

The Overrides Summary dialog box appears.

Removing a Performance Property Override

1. Inthe Override column, uncheck the performance override to remove.
2. Save the changed performance overrides.

e To save the changes and continue configuring performance monitor overrides, click Apply.
e To save the changes and close the Override Properties dialog box, click OK.

The Overrides Summary dialog box appears.

Changing a Performance Property Override

1. Inthe Override column, select the performance override to change.
2. Change the performance override values.

e To change the default performance value, type the new value in the Default Value column.
e To change the performance override value, select the new performance value from the drop-down list in the
Override Value column.

The Overrides Summary dialog box appears.

Editing Performance Override Descriptions

20

The Details section contains the read-only, default description of the monitor override parameter. To add, change, or
delete a customized description, perform these steps:

1. Intop right corner of the Details text box, click Edit.
The Override Description Dialog dialog box appears.

Figure 24 Override Description Dialog — Enter Override Description Dialog Box

Dverride Description Dialog [ %]
Enter override description:
[
-

2. Inthe Enter override description text box, either type a new description, edit the current description, or delete the
current description.
3. Click OK.
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Selecting the Management Pack

When you change a performance override value, the Select destination management pack drop-down list is active. To
select the management pack, perform these steps:

1. Inthe Select destination management pack drop-down list, click NetAppESeries.PerformanceOverrides.

Figure 25 Select Destination Management Pack

Management pack

Select destination management pack:

NetdippE Series. Perfomancel verides |
<Select Management Pack:

Client Monitoring Overides Managemert Pack.

Default Management Pack

Microsoft SystemCenter SecureReferencelveride

NetéppE S eries IntervalOverid

NetéppE S eries. Performanced venides
MetéppE S eries. TimeoulD verrides
NetéppE Series TraceOverrides
Network Discovery Intemal

The Select destination management pack drop-down list closes.
2. Save the performance override properties.

To save the changes and continue configuring performance monitor overrides, click Apply.
e To save the changes and close the Override Properties Dialog dialog box, click OK.

Deleting Monitor Overrides

To delete a monitor override, perform these steps:

CAUTION When you delete a performance override, the performance override is deleted immediately. No
confirmation message appears.

1. Inthe Overrides Summary dialog box, select the performance override to delete.

Figure 26 Overrides Summary Dialog Box — Delete

Overrides Summary E
Manitor: Yolume Read IOP Peformance
Overrides that affect this manitar: j Edi
Farameter Changed value
Object PeifarmanceThr..
Class Metipp ESenes Storage Ar...  TraceOverride 1
Class Metdpp ESeres Storage Ar..  PerformanceThr., 1000
Class Metdpp ESenes Storage Ar..  IntervalOveride 602
Class Metbpp ESenes Storage Ar..  TimeoutOveride 1000
Help Close |

4

2. Click Delete.
3. Click Close to return to the Overrides Properties dialog box.
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Obtaining Volume Performance Data

The NetApp Storage Array Integration Pack contains a script for obtaining the performance data of storage arrays and
volumes that the SCOM integration pack is monitoring.

Performance Monitor Data Output

You can import the data into a spreadsheet as a tool to organize the data, sort it, chart it, and analyze it for debugging
purposes when a performance alert is triggered.

NOTE You must run the script from the proxy server:

Figure 27 Example Data Performance Script

umeMName . readResponselime .writeResponselime ., readlOps . writelOps . rea
o teIhluughput
2013Nov22-B30834, pikespeak—26-112-113,x51_zManual-#1.0.P0,.0.00.0.08,0.80,.0.048.8

2313Nou22—833334,plkeﬂpeak—26—112—113,g55_1P1aceholdex—P,B.17,3.13,5981.86.5421

peak-26-112-113,150_Imnages,.A.A0.0.08,.0.00,.0.00,.0.00,.8.08

ak—26-112-113.x51_Auto—14.8.09.0.80.0.90.A.00.A.00,.0.898

peak-26-112-113.x51 Auto—1%.0.00.0.00.0.00.0.00.0.00.0.08

23%3Nuu22 A3PA34, plk ﬂpeak 26—112-113.x51_=Manual-92.9.600.0.600.0.00.0.00.0.00.0

2013Nou22-A80A34 . pikespeak—26—112-113 . s55_Auto-B2,.8.41.0.06,.2417.73,17547_35.8.
il5}

2313ﬁ0u22—ﬂﬂﬁﬂ34,pik speak-26-112-113 . Test-DS06.0.00.0.00.0._08.0.00. 0. A0, A.88
2013Nou22-080034 . pikespeak—26-112-113.x51_=zManual-03.0.00.0.00.0.60.0.00.0.00.8

.8o
2013Nou22-080034 . pikespeak—26-112-113 . x51_Auto—27m. H.00.0.00.0.00,.0.00.0.00.0.8
a

2013Nou22-0880834 . pikespeak-26-112-113.x51_Auto-03.0.60.0.00.0.00.0.00.0.00,.0.08
%Bl3Nou22—BBBB34,pikespeak—26—112—113,x51_ﬂuto—22m,B.EB.B.EB,E.BB.B.BE,B.BB,E.B

You can obtain performance data on only one storage array at a time. The script returns the following performance
data:

e Response time (latency) - The amount of time expressed in milliseconds that the array takes to perform an I/O
operation

e Input/output operations per second

e Throughput expressed as MB per second.

Performance statistics are returned from the NetApp E-Series web service cache. The cache is refreshed with new
analyzed data every 300 seconds. By default, the script returns the performance data for all volumes on a storage

array. By default, the script returns performance data only when requested. However, you can edit the script in the
following ways:

e Continuously poll a storage array and return the data as terminal window output. The script returns performance
data for the specified volume and then sleeps before returning performance data again.

e Change the data collection interval.

e Specify individual volumes on a storage array for which to return performance data.

The wsconfig.xml is located in the webserver directory of the installation path of the NetApp SCOM Integration
Pack at the following location:

C:\Program Files\NetApp\SCOM Integration Pack

You can run a script to download the performance data for a single volume as a comma-delimited spreadsheet. The
spreadsheet provides a tool for you to use to analyze volume performance data. You can run the script to query the
web server and output the data to the terminal two modes.

e The default mode is a one-time query.
e The script can run in continuous mode. To interrupt the continuous output, press Ctrl+C.
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The script returns the following volume performance data:

Read response time
Writer response time
Read 10ps

Write IOps

Read throughput
Write throughput

For you to run the script, the SCOM integration pack must be monitoring the storage array. By default, the script
returns the data for all volumes on the storage array, but you can filter the list of volumes on which to run the script.

Running the Performance Data Script
You must run the script from the NetApp Storage Array Shell PowerShell. To run the script, perform these steps:
1. Inthe SCOM Operations Manager window, select a volume or storage array on which to run the script.
2. Inthe right pane of the SCOM Operations Manager window, click The Terminal Session to managing agent

system.

Figure 28 Tasks — NetApp ESeries Storage Array Tasks — The Terminal Session to Managing Agent System

» Tasks
B @
Alert Actions v

Subscription -

ko,

=1 Sta ew
u| Metwork Vicinity Dashbeoard
©tApp ESeries Storage Array Tasks -~
& The Terminal Session to managing agent system ‘

The proxy server opens.
3. Onthe proxy server desktop, select Start >> NetApp StorageArray Console.

The NetApp Storage Array Shell terminal window opens and shows all storage arrays managed by the proxy
server.

Figure 29 NetApp Storage Array Shell

I NetApp Storage Array Shell

Welcome to the NetApp Storage Array Command Shell.
To list all commands, type: Get—-Command
To get help for a command. type: Get—Help [command namel

Storage Systems managed by this proxy (IP Addressesd:

PS C:»Program Files“NetApp~SCOM Integration Pack> _

4. Atthe command prompt, type one of the following commands:
e For a one-time return of volume performance data—
.\Get-SDVolumePerformance.psl <array name> -once
EXAMPLE—
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.\Get-SDVolumePerformance.psl ictm-bst-399x -once
e For a continuous return of volume performance data—
.\Get-SDVolumePerformance.psl <array name> -continuous
EXAMPLE—
.\Get-SDVolumePerformance.psl ictm-bst-399x -continuous

o The terminal window returns the volume performance data.
o To end a continuous return of volume performance data, type Ctrl+C.

Figure 30 Volume Performance Data for a Storage Array
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Downloading the Performance Data

You can download the performance data to your local workstation and then import it as a comma-delimited file into a
spreadsheet or other application.

NOTE For the imported file to correctly format the data, the file must be comma-delimited.

1. To download the performance data, type the following command at the command prompt:

.\Get-SDVolumePerformance.psl < array name> -once | out-file <Ilocation> < array
name>.csv

EXAMPLE—

.\Get-SDVolumePerformance.psl ictm-bst-399x -once | out-file C:\PeflLogs\ictm-bst-
399x.csv

Figure 31 Downloaded File
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2. Import the file as a comma-delimited file into a spreadsheet of other application.

Import the data From Text.

Make sure the file type is Delimited.

Make sure the delimiter is Comma

Make sure YMD is selected in the Column data format.
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NetApp, the NetApp logo, Network Appliance, the Network Appliance logo, Akorri, ApplianceWatch, ASUP,
AutoSupport, BalancePoint, BalancePoint Predictor, Bycast, Campaign Express, ComplianceClock, Cryptainer,
CryptoShred, Data ONTAP, DataFabric, DataFort, Decru, Decru DataFort, DenseStak, Engenio, Engenio logo,
EStack, FAServer, FastStak, FilerView, FlexCache, FlexClone, FlexPod, FlexScale, FlexShare, FlexSuite, FlexVol,
FPolicy, GetSuccessful, gFiler, Go further, faster, Imagine Virtually Anything, Lifetime Key Management, LockVault,
Manage ONTAP, MetroCluster, MultiStore, NearStore, NetCache, NOW (NetApp on the Web), Onaro, OnCommand,
ONTAPI, OpenKey, PerformanceStak, RAID-DP, ReplicatorX, SANscreen, SANshare, SANtricity, SecureAdmin,
SecureShare, Select, Service Builder, Shadow Tape, Simplicity, Simulate ONTAP, SnapCopy, SnapDirector,
SnapDrive, SnapFilter, SnapLock, SnapManager, SnapMigrator, SnapMirror, ShapMover, SnapProtect, ShapRestore,
Snapshot, SnapSuite, SnapValidator, SnapVault, StorageGRID, StoreVault, the StoreVault logo, SyncMirror, Tech
OnTap, The evolution of storage, Topio, vFiler, VFM, Virtual File Manager, VPolicy, WAFL, Web Filer, and XBB are
trademarks or registered trademarks of NetApp, Inc. in the United States, other countries, or both.

IBM, the IBM logo, and ibm.com are trademarks or registered trademarks of International Business Machines
Corporation in the United States, other countries, or both. A complete and current list of other IBM trademarks is
available on the Web at www.ibm.com/legal/copytrade.shtml.

Apple is a registered trademark and QuickTime is a trademark of Apple, Inc. in the U.S.A. and/or other countries.
Microsoft is a registered trademark and Windows Media is a trademark of Microsoft Corporation in the U.S.A. and/ or
other countries. RealAudio, RealNetworks, RealPlayer, RealSystem, RealText, and RealVideo are registered
trademarks and RealMedia, RealProxy, and SureStream are trademarks of RealNetworks, Inc. in the U.S.A. and/or
other countries.

All other brands or products are trademarks or registered trademarks of their respective holders and should be treated
as such.

NetApp, Inc. is a licensee of the CompactFlash and CF Logo trademarks.

NetApp, Inc. NetCache is certified RealSystem compatible.
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Copyright information

Copyright © 1994—-2014 NetApp, Inc. All rights reserved. Printed in the U.S.A.

No part of this document covered by copyright may be reproduced in any form or by any means— graphic, electronic,
or mechanical, including photocopying, recording, taping, or storage in an electronic retrieval system—without prior
written permission of the copyright owner.

Software derived from copyrighted NetApp material is subject to the following license and disclaimer:

THIS SOFTWARE IS PROVIDED BY NETAPP "AS IS" AND WITHOUT ANY EXPRESS OR IMPLIED
WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND
FITNESS FOR A PARTICULAR PURPOSE, WHICH ARE HEREBY DISCLAIMED. IN NO EVENT SHALL NETAPP
BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL
DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES;
LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY
THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR
OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE
POSSIBILITY OF SUCH DAMAGE.

NetApp reserves the right to change any products described herein at any time, and without notice. NetApp assumes
no responsibility or liability arising from the use of products described herein, except as expressly agreed to in writing
by NetApp. The use or purchase of this product does not convey a license under any patent rights, trademark rights,
or any other intellectual property rights of NetApp.

RESTRICTED RIGHTS LEGEND: Use, duplication, or disclosure by the government is subject to restrictions as set
forth in subparagraph (c)(1)(ii) of the Rights in Technical Data and Computer Software clause at DFARS 252.277-
7103 (October 1988) and FAR 52-227-19 (June 1987).
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How to send your comments
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You can help us to improve the quality of our documentation by sending us your feedback.

Your feedback is important in helping us to provide the most accurate and high-quality information. If you have
suggestions for improving this document, send us your comments by email to doccomments@netapp.com. To help us
direct your comments to the correct division, include in the subject line the product name, version, and operating
system.

You can also contact us in the following ways:

NetApp, Inc., 495 East Java Drive, Sunnyvale, CA 94089 U.S.
Telephone: +1 (408) 822-6000

Fax: +1 (408) 822-4501

Support telephone: +1 (888) 463-8277
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